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DERIVATIVE-FREE OPTIMIZATION
USING A TRUST REGION
FRAMEWORK
Je rey Larson
University of Colorado, Denver

Such a situation may occur when modeling ow
through a domain containing a void. We will
present numerical experiments which demonstrate
the ill posedness of the problem and determine
when it may be safe to solve this problem de-
spite the ill-posedness. These experiments are
compared to similar well-known, well-posed ge-
ometries such as ow around a large imperme-

Optimization problems involving function wh- gple object such as a rock.

ich have no (or expensive) derivatives are fre-
quently found in applied mathematics. The un-
availability (or high cost) of derivatives can arise
from a variety of problems: sophisticated and
time-intensive simulations, black-box functions,

and unsupported legacy code are frequently sources.

As if these problems weren’t daunting enough in
their own right, numerical and stochastic noise
can result in spurious derivatives which only hin-
der progress towards an optimum. Nevertheless,
these problems underlie countless problems in
applied mathematics.
In this talk we present examples where

derivative-free optimization is needed, as well as
methods currently used to solve these problems.

Lastly, we propose our own method for derivative-

free optimization using weighted least squares re-
gression models within a trust region framework.

AN ILL-POSED PROBLEM IN FLUID
FLOW THROUGH POROUS MEDIA
Eric Sullivan
University of Colorado, Denver

A porous material is a porous solid saturated
with one or more wuids. In this talk we con-
sider the case in which Darcy’s Law applies: a
Newtonian uid moving slowly through a sat-
urated porous solid. Darcy’s Law, rst stated
in 1856, states that the ux through a porous
medium is proportional to the pressure gradient
across the domain and yields an elliptic equation.
The constant of proportionality, called the hy-
draulic conductivity, may vary up to ve orders
of magnitude across a given domain when model-
ing uid ow in hydrological applications. It can
be shown that this problem is ill-posed under
certain geometric considerations and when the
hydraulic conductivity jump is arbitrarily large.

ROLE OF NETWORK TOPOLOGY IN
THE DYNAMIC RANGE OF
COUPLED EXCITABLE SYSTEMS
Daniel B. Larremore
University of Colorado, Boulder

We study the e ect of network structure on
the dynamical response of networks of coupled
discrete-state excitable elements which are stochas-
tically stimulated by an external source. Such
systems have been used as toy models for the
dynamics of some human sensory neuronal net-
works and neuron cultures. An important char-
acteristic of these systems is the \dynamic range",
the range of stimulus strength over which the
network response varies signi cantly. There has
been much recent interest in explaining the large
dynamic range of brain tissue. It has been pre-
viously argued, by using a mean- eld approach,
that the dynamic range is maximized when the
product of mean network degree and transmis-
sion probability is unity. Here we show more
generally that for a large class of networks, the
dynamic range is maximized when the largest
eigenvalue of certain matrix Q is unity. The
entries of matrix Q are given by Qij = Ajjpij,
where matrix A



applicable to the study of other systems that can
be modeled as a network of coupled excitable el-
ements (e.g., epidemic propagation).

HIGH-ORDER NUMERICAL SCHEME
FOR SOLVING A NONLINEAR
VOLTERRA PARTIAL
INTEGRO-DIFFERENTIAL
EQUATION MODELING A SWELLING
POROUS MATERIAL ON A POLAR
GEOMETRY
Keith J. Wojciechowski
University of Colorado, Denver

In this talk we will study a nonlinear Volterra
partial integrodi erential equation derived us-
ing hybrid mixture theory and used to model
swelling porous materials. The dependent vari-
able is the liquid volume fraction and the prob-
lem domain is a unit disk. The model appli-
cation is an immersed material imbibing uid
through the circle’s exterior boundary implying
constant Dirichlet boundary conditions at the
exterior and a no- ux boundary condition at the
center. We show that well-posedness is estab-
lished under a given set of assumptions and we
introduce a novel approach to constructing pseu-
dospectral (PS) di erentiation matrices in a po-
lar geometry to compute the spatial derivatives.
This new approach maintains eigenvalues that
are O(N?) even when the number of nodes grows
arbitrarily thus avoiding the instability pointed
out by Trefethen, Trummer, and Fornberg. An

exponential time-di erencing scheme using fourth-

order Runge-Kutta parameters (ETDRK4) pro-
posed by Cox and Matthews and stabilized by
Kassam and Trefethen is employed for the time-
stepping. After we show how to set up the equa-
tion and numerically solve it using our new PS
di erentiation matrices and the ETDRK4 time-
stepper, we show and interpret results for a va-
riety of di usion coe cients and viscoelastic pa-
rameters.

COARSENING OF CALCIUM-DRIVEN
ALTERNANS IN CARDIAC TISSUE
Per Sebastian Skardal
University of Colorado, Boulder

Cardiac alternans is a well-known but po-
tentially fatal phenomenon de ned by a beat-to-
beat alternating pattern of action potential dura-
tion (APD) and calcium concentration ([Ca?*];)
in cardiac tissue. Several studies have shown
that the onset of alternans can be mapped to
a period-doubling bifurcation in the beat-to-beat
APD and peak [Ca?*]i. Furthermore, depending
on the choice of parameters in a given model al-
ternans can either be voltage- or calcium-driven.
In voltage-driven alternans the APD and peak
[Ca%*]; are always positively-coupled, whereas
in calcium-driven alternans the APD and peak
[Ca?*]i can be either positively- or negatively-
coupled depending on the model’s parameters.
We de ne positive coupling as large (small) AP D
values and large (small) [Ca?*]; values occuring
at the same beat and negative coupling as large
(small) APD values and small (large) [Ca®*];
values occuring at the same beat.

Previous work has studied the spatiotempo-
ral dynamics of alternans taking into account
only voltage alternans, but the e ect of calcium
on such dynamics is largely unknown. We intro-
duce a beat-to-beat map of the coupled dynam-
ics of APD and [Ca®*]; on a spatial domain that
includes a few parameters including a di usive
voltage parameter , a bifurcation parameter r,
and later a conduction velocity (CV) restituion
parameter that accounts for variations in the

nite CV of signals from the stimulation site.

First, we study the dynamics and analyti-
cally compute the characteristics of the map on
a simple in nite one-dimensional region of tis-
sue that is divided into two regions of in-phase
alternans. Second, we simulate the map on a

nite one-dimensional region of tissue with ran-
dom initial conditions and no- ux boundary con-
ditions, comparing to the analytics of the simple
case and study the coarsening of alternans on
in-phase regions. Finally, we introduce the CV
parameter and study the spontaneous formation
of alternan waves and the speed at which they
propagate. Throughout the project we study the
competition between the bifurcation in calcium
and the smoothing of voltage and how it a ects
the coursening of in-phase regions.
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SELF-AFFINE FRACTAL SETS
Marshall Carpenter
University of Colorado, Boulder

The de Rahm-Chaikin curve-smoothing algo-
rithm is an iterative process that cuts corners to
transform a polygon into a C! curve. The al-
gorithm functions on a parameter which varies
between 0 to 0.5. The same iterative process
with a parameter between 0.5 and 1 becomes
a corner creating algorithm. Iterating this pro-
cess converges to a self-a ne fractal. The frac-
tal is a self-intersecting curve of in nite length,
no where di erentiable, and contains distorted
copies of itself. What may be more interesting
are the many ways that this fractal can be pro-
duced. Typically, we are used to fractals as the

xed point of iterated function systems. Well
known fractals such as the Koch Curve, Sierpin-
ski Gasket, Heighway’s Dragon, Hilbert Curve,
and many more. Additionally, the de Rahm-
Chaikin fractal can also be produced as the xed
point of a seemingly unrelated iterated function
system. The iterated function system employs
two a ne mappings from an equilateral triangle
to the interior of the triangle.

Several mysteries still remain to be discov-
ered about these fractals. An analytic result
for the dimension has not been found. There
is no proof of equivalence between the de Rahm-
Chaikin curve and the iterated function system.
Numerical results can support both of these claims
but an analytic result still needs to be found.

TOWARDS AN EFFICIENT TILE
MATRIX INVERSION OF
SYMMETRIC POSITIVE DEFINITE
MATRICES ON MULTICORE
ARCHITECTURES
Henricus Bouwmeester
University of Colorado, Denver

The algorithms in the current sequential nu-
merical linear algebra libraries (e.g. LAPACK)
do not parallelize well on multicore architectures.
A new family of algorithms, the tile algorithms,

has recently been introduced. Previous research
has shown that it is possible to write e cient and
scalable tile algorithms for performing a Cholesky
factorization, a (pseudo) LU factorization, and a
QR factorization. In this extended abstract, we
attack the problem of the computation of the
inverse of a symmetric positive de nite matrix.
We observe that, using a dynamic task sched-
uler, it is relatively painless to translate existing
LAPACK code to obtain a ready-to-be-executed
tile algorithm. However we demonstrate that
non trivial compiler techniques (array renaming,
loop reversal and pipelining) need then to be ap-
plied to further increase the parallelism of our
application. We present preliminary experimen-
tal results.

MODELING ANT COLONY
BEHAVIOR
Erik Benzal, Connor Janowiak,
Patrick O’Brien
University of Colorado, Bouder

Over the past twenty years researchers have
uncovered a number of facts about the behavior
of ant colonies, the most interesting of which is
that ant colonies have no central control. The
queen ant is deep inside the nest laying eggs for
her entire life (about 20 years) and essentially
has no knowledge of events in the upper levels of
the nest, nor of events occurring above ground.
With some notable exceptions, a colony is mostly
composed of sterile female workers engaged in
four major tasks: nest maintenance; patrolling;
midden work; foraging; and a large reserve of
idle ants. The lifetime of an individual ant is
about one year, while the lifetime of the colony
is tied to the 20-year lifetime of the queen. Over
the lifetime of the colony, its population grows to
about ten thousand ants in about ten years, and
then levels o for the remainder of the colony
lifetime. Yet given these apparent restrictions,
a colony can survive and successfully respond
to a variety of natural disturbances and stim-
uli. Furthermore, it has been observed that the
response of young colonies is rather disorganized
while that of a mature colony appears to be less
chaotic.



It seems that the proportion of ants engaged
in speci c jobs actually depends on the current
state of the nest and its surroundings. Ants en-
gaged in speci ¢ jobs seem to emit distinct chem-
ical signals coded to the job they are currently
performing. As ants encounter each other, they
touch antennae to determine the current job of
the other ant. Apparently, ants react to high en-
counter frequency rates and often change from
their current task to participate in an activity
that occupies the attention of a large number of
their fellow ants.

Our main objective is to collect, develop and
evaluate promising elementary algorithms that
represent the basic behaviors of speci c ants, and
yet result in the observed aggregate behaviors
associated with the colony as a whole. In addi-
tion, we are interested in the task allocation and
switching models that result in the colony suc-
cessfully responding to disturbances to the nest.
Finally, we are in the process of implementing
reasonable algorithms on several existing soft-
ware platform to determine if the models come
close to the observed behavior of actual colonies.

OVERVIEW AND GENERALIZATION
OF IMAGE SEGMENTATION
ALGORITHMS
Manuchehr Aminian
University of Colorado, Denver

Two established and closely related methods
for image partitioning are Spectral and N-cut

(normalized-cut) segmentation, which involve treatdependence.

ing the image as a weighted graph and solving
for the Fiedler vector of either the graph Lapla-
cian, in the case of Spectral, or the "normalized"
graph Laplacian, in the case of N-cuts. If further
partitions are desired, this process can be done
recursively on each of the existing partitions as
desired. We review some of these basics, provide
some intuition of the eigenvectors as correspond-
ing to vibrational modes of the corresponding
mass-spring system, and where the results from
these algorithms can go "wrong" if weights are
assigned naively.

We then introduce our ongoing work into ex-
tending these methods into three dimensions; i.e.,

a sequence of images over time, as in frames in a
movie, or true three-dimensional image, as in an
MRI scan, and give a few examples of our results
with test images.

TRANSITORY DYNAMICS AND
TRANSPORT IN HAMILTONIAN
SYSTEMS
Brock Mosovsky
University of Colorado, Boulder

Invariant manifolds have long been studied
as important structures governing the ow of a
dynamical system. Hyperbolic manifolds in par-
ticular, by their very de nition, relate informa-
tion about the exponential contraction and ex-
pansion of nearby trajectories within the ow,
and so play crucial roles in the global dynam-
ics of such systems. They form a skeleton of
sorts for the underlying ow that can lend insight
into the mechanisms by which mixing, trans-
port, chaos, and other complex global phenom-
ena within the system are produced. In the case
in which these hyperbolic invariant manifolds in-
tersect, lobes are formed containing packets of
trajectories that remain coherent in the Lagrangian
sense provided their bounding manifolds remain
intact. Tracking these lobes provides a means for
guantifying ux between coherent structures in
the ow. While identifying the hyperbolic invari-
ant manifolds of autonomous dynamical systems
is generally well-understood, the problem is com-
plicated by the introduction of aperiodic time-
In the latter case, methods em-
ploying nite-time Lyapunov exponents (FTLE)
or identifying so-called distinguished hyperbolic
trajectories have recently gained popularity as
ways of uncovering the global manifold struc-
ture of such ows. We present a new method for
guantifying transport between coherent structures
in the ow for a special set of Hamiltonian sys-
tems that are time-dependent on a compact in-
terval in time. We reduce the information re-
quired to quantify this transport to knowing only
the relevant heteroclinic orbits in the ow, and
we compare our results for manifold computation
to those involving FTLE, discussing the bene ts
and limitations of each method.
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A GEOMETRIC PERSPECTIVE FOR
TIME SERIES ANALYSIS
Kye M. Taylor
University of Colorado, Boulder

Researchers in many di erent areas routinely
analyze time series. Typically this analysis in-
cludes (i) separating signal and noise, (ii) de-
tecting features such as trends or anomalies, and
(iii) con rming models or making predictions. In
the proposed approach, the time series is embed-
ded in high dimensions, creating a space curve,
or trajectory. The geometric properties of this
trajectory are examined and exploited to obtain
a new method for representing a time series that
preserves and emphasizes its local properties. In
addition to demonstrating how this representa-
tion can be used to achieve goals (i) { (iii), we’ll
discuss chaotic dynamics, random processes, and
graphs with extremal commute times.

GLOBAL PROGRAMMING MODEL
FOR ASSIGNMENTS
Matt Kaspari
University of Colorado, Denver

Many organizations and events require the
work of volunteers in order to run properly. As-
signing volunteers to tasks they prefer to do will
increase the probability that they will volunteer
in the future. We constructed a goal program-
ming model that will make assignments in such a
way that maximizes the volunteers preferences.
Simulation experiments were conducted so that
we could determine what happens to the volun-
teer pool over time. Our work will show vol-
unteer coordinators the importance of assigning
volunteers to tasks they prefer to do. We will
also show them how we can help assist in mak-
ing those assignments.

NEW TRAVELING WAVE
SOLUTIONS OF THE
NOVIKOV-VESELOV EQUATIONS
AND A WORD REGARDING SOME
OF ITS SYMMETRIES
Ryan Croke
Colorado State University

The study of nonlinear evolution equations
(NLEE?’s) is important in many branches of ap-
plied sciences such as optics, imaging, biochem-
istry and communications, and are also of the-
oretical interest in partial di erential equations
(PDE), geometry and analysis. My research cen-
ters around a speci ¢ NLEE, the Novikov - Veselov
(NV) equation, a (2 + 1) generalization of the
ubiquitous Korteweg De-Vries (KdV) equation.
I am investigating both it’s applications and the-
oretical curiosities. It is more well known as
a soliton equation, an equation which contains
soliton solutions. In exploring this equation |
have been using established techniques to nd
new solutions and have begun to develop my own
schemes for new traveling wave solutions.

There is numerical evidence this may have
applications in laser imaging, with the hope of

nding an application in medial imaging. Start-
ing from the work of Konopelchenko and Moro,
ultimately my works aims to show the NV equa-
tion governs a medium whose index of refraction
has the Cole-Cole dependency. As with any soli-
ton equation one can explore many properties of
the equation; Traveling wave solutions, conserva-
tion laws, line soliton solutions and symmetries
are such properties. In this talk I will show some
new traveling wave solutions, the techniques used
to derive them, and say a few words about its 3-
fold symmetry.

COMPARING GAITS VIA DYNAMIC
STABILITY
Timothy Dunn, Ignas Satkauskas
University of Colorado, Boulder

Human gait, whether it be walking or run-
ning, can be characterized as a nonlinear dynam-
ical system. By using ideas from non-linear dy-
namics to analyze the movement patterns of the
body over many gait cycles, we can infer the role
of stability and control across gait. To this end,
we are collecting motion capture and force data
on humans walking at approximate preferred and
transition speeds, and running at typical and
transition speeds, where transition speed is the
speed at which humans switch from walking to
running. We then use two ideas from non-linear



dynamics to analyze the appropriate biomechan-
ical and/or kinematic markers. We use Floquet
analysis to describe how the system responds to
perturbations across the periodic cycles with a
state space consisting of joint angles. We are
also exploring the use of Lyapunov exponents as
a means of measuring local stability.

Floquet analysis requires the presence of a
distinct limit cycle for the perturbation to be
quanti ed. However, gait does not have a spe-
ci ¢ limit cycle, but an area in which gait is
considered to be stable. The approach taken
here is to build a statistically bounded region
within which gait is considered to be stable. This
bounded region is created by dividing the peri-
odic gait cycle into small, equi-spaced partitions
and calculating minima and maxima for those
regions in two dimensions. Each set of min-
ima and maxima are then connected and pro-
jected toroidally around the cycle producing the
bounded region. Sensitivity analysis and other
statistical methods will be used to verify the po-
tential encapsulation of a limit cycle within the
constructed bounding region. This idea will then
be compared to a previously used idea in which
cycles are averaged to nd a "limit cycle™ from
which perturbations are measured.

Lyapunov exponents involve producing time-
delayed copies of a scalar measure in order to un-
fold the underlying attractor. They are used to
assess the exponential divergence or convergence
between nearest neighbor trajectories and can
be estimated from the slope of the linear region
in the logarithmic divergence curve. However,
when dealing with experimental data, this linear
region is not always easy to determine. Though
this measure has been used previously, we are un-
sure of its appropriateness in this case. In order
to test this measure, we are presently performing
multiple sensitivity analysis tests. If Lyapunov
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Modeling Contest, Problem B
CRIMINOLOGY AND
GEOGRAPHICAL PROFILING AS AN
AID TO PREVENT SERIAL CRIMES
Taylor Carlson, Jewell Anne Hartman,
Connor Wood
University of Colorado, Colo. Springs

Serial crimes, terrorism, and their fusion are
a threatening chimera in today’s world. In an
attempt to increase accuracy, repeatability, and
range of data of geographical pro ling with in-
creased precision, we have prepared a tool with
9 schemes, as follows:

Scheme Zero: Date of Next Crime
Scheme One: Time of Day of the crime

Scheme Two: Average position of the Crime
Scene

Scheme Three: Travel Time Between Crime
Scenes

Scheme Four: Proximity of the Crime to
Anchors

Scheme Five: Crime Scene Demographics
Scheme Six: Path Prediction

Scheme Seven: Online Social Networking
Pro les

Scheme Eight: Criminal Methodology

A combination of these schemes yields a result
combination technique that we developed to aid
in the prediction of future serial crimes. In ad-
dition, we designed an equation for reliability, a
probability distribution function, and a sensitiv-
ity analysis to design a tool that is more robust
than traditional methods of geographical pro I-
ing such as center of mass. Our result combi-
nation technique yields a total probability dis-
tribution map to aid in the accurate prediction
of serial crimes and terrorism, due to the im-
plementation of reliability variables to prevent

weak distributions from greatly a ecting the to-
tal. Our nal probability estimate can guide law
enforcement to the time, location, and identity
of the next possible victim and/or location and
identity of the potential suspect, with greater ac-
curacy than the traditional methods. The re-
sult combination technique was then tested on
the Peter Sutcli e case to predict the last crime
scene in the case of the Yorkshire Ripper. In our
presentation, we will discuss the derivation and
implementation of the equations for each scheme,
and examine the speci cations for the utilization
of the result combining technique for geographi-
cal pro ling of serial crimes. This is a presenta-
tion of the result combining technique tool that
we designed and submitted for the MCM 2010
Contest Problem B.

Modeling Contest, Problem B
VECTOR-CENTROID METHOD OF
TRACKING WAYFARING SERIAL

KILLERS
Lee Rosenberg, Michelle Rendon,






RANDOMIZED LINEAR ALGEBRA IN
A QUANTUM COMPUTER
Nathan Halko
University of Colorado, Boulder

In this talk we will explore randomized lin-
ear algebra techniques in a quantum computing
environment. Given a matrix A, our task is to

nd a k-dimensional approximation of its range.
This would optimally be given by the rst k left
singular vectors, however, this is an expensive
computation if A is very large. Our next step
would be to give up on optimality and construct
a good approximation that we achieve by ran-
domized sampling of A. Use of randomization
then allows us to take advantage of the prob-
abilistic and parallel features of quantum com-
puting. The talk will consist of equal portions of
randomized sampling, quantum computing, and
how we can merge the two.

MODELING THE CILIA AND MUCUS
OF LUNGS
Kannanut Chamsri
University of Colorado, Denver

Cilia are the small hairs which line lungs and,
along with coughing, are responsible for moving
mucus. In this talk we present preliminary re-
sults on modeling the ow of the liquid below
the mucous layer, PCL, due to the movement of
cilia. We consider the uid to be incompressible,
and we treat the cilia/PCL system as a porous
material in which the solid phase moves the lig-
uid (in usual models the liquid phase induces
the movement of the solid). We introduce ho-
mogenization and explain how it will be used to



